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Abstract:  Spammers are using email templates for sending 
spam. To promote some service or product, they send mails by 
creating templates and merging the details of receivers with 
the template. Since they are using templates, similarities can 
be found among mails and spam detection softwares can easily 
ignore the forthcoming spam mails. Our objective is to 
identify the template mails from the whole corpora of training 
set emails to make the filtering process faster. In this paper we 
propose how supervised Genetic algorithm and K-Means 
algorithm can be used to generate the best population, which 
in turn used for spam classification. 
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1. INTRODUCTION

Spam has become a headache for users on the Internet over 
the last few decades. Many solutions are developed and 
applied on problem, still spam continues to be major 
nuisance and we are still away from a satisfactory and long 
lasting solution. This is due to the fact that many heuristics 
are applied to proposed and developed methods and these 
heuristics are temporal and pertaining only to that particular 
corpus. Hence the devised solutions are not useful after a 
time period. Furthermore, spammers find new ways to 
easily overcome these solutions or devise new methods to 
send spams. 
Most of the time, spammers use mail templates for sending 
spam. To send a particular promotion, they create pre-
formatted template and merge the template with details of 
receivers stored in their database. Timely detection of these 
mails and underlying template features can be used to 
easily ignore forthcoming spam. Most high-volume spam is 
sent using such tools which randomizes parts of the 
message - subject, body, sender address etc. Templates of 
such mails can be included in the training set to minimize 
the search volume rather than using every mail in the 
corpora. The main objective of this paper is to investigate 
and evaluate the applicability of genetic algorithm and K-
Means algorithm in the process of selection of suitable mail 
templates. 
The remainder of the paper is structured as follows: Section 
2 discuss abut the approach, Section 3 explains Genetic 
algorithm and K-Means algorithm and its applicability to 
this problem, Section 4 explains about the corpora used and 
how the mails are represented for the algorithm, 
experimental results are discussed in Section 5, and we 
conclude the work in Section 6. 

2. APPROACH

The spam corpus contains both spam and legitimate mails. 
Our aim is to find out a small subset of these mails which 
best represent the corpus. Firstly, the attributes have to be 
analyzed using Information gain algorithm and Chi-square 
analysis and select important attributes from the corpus. 
Secondly, spam mails and legitimate mails are clustered 
separately using Genetic Algorithm and K-Means 
algorithm. Finally the experimental results are compared 
and choose the best method. 

2.1. Genetic Algorithm 
Genetic Algorithms (GA) apply an evolutionary approach 
to inductive learning. GA’s were introduced as a 
computational analogy of adaptive systems. They are 
modeled loosely on the principles of the evolution via 
natural selection, employing a population of individuals 
that undergo selection in the presence of variation-inducing 
operators such as mutation and recombination (crossover). 
A fitness function is used to evaluate individuals, and 
reproductive success varies with fitness.  
Genetic operations  
Crossover: Crossover forms new elements for the 
population by combining parts of two elements currently in 
the population. 
Mutation: Mutation is applied to elements chosen for 
elimination by randomly flipping bits within a single 
element. 
Selection: Selection is to replace to-be-deleted elements by 
copies of elements that pass the fitness test with high 
scores. With selection, the overall fitness of the population 
is guaranteed to increase. 
Fitness Function: Let N be the number of matches of the 
input attribute values of E with training instances from its 
own class. Let M be the number of input attribute value 
matches to all training instances from the competing 
classes. Add 1 to M. and divide N by M. The higher the 
fitness score, the smaller will be the error rate for the 
solution. 
Supervised Genetic learning algorithm 
Step 1: This step initializes a population P of elements. The 
P referred to population elements. The process modifies the 
elements of the population until a termination condition is 
satisfied, which might be all elements of the population 
meet some minimum criteria. An alternative is a fixed 
number of iterations of the learning process. 
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Step 2: First it applies a fitness function to evaluate each 
element currently in the population. During each iteration, 
elements not satisfying the fitness criteria are eliminated 
from the population. The final result of a supervised genetic 
learning session is a set of population elements that best 
represents the training data. Then it adds new elements to 
the population to replace eliminated elements if any. New 
elements are formed from previously deleted elements by 
applying crossover and mutation. 
 

 
 

Fig 1: Supervised genetic algorithm 
 

2.2 K –Means Algorithm 
K-Means algorithm is used to solve the K-Means clustering 
problem [11] and works as follows. The method is used to 
find k clusters from the data set through an iterative 
procedure. The main idea is to define k centroids, one for 
each cluster. Then each point is compared with each 
centroid and the point is assigned to the cluster with nearest 
centroid.   At this point, re-calculate k new centroids as 
centers of the clusters resulting from the previous step. The 
procedure is repeated until the centroids not moving to a 
new point or we can fix the number of iterations (cut-off). 
Finally, this algorithm aims at minimizing an OBJECTIVE 
FUNCTION, in this case a squared error function. The 

objective function  , where 

is a chosen distance measure between a data 

point and the cluster centre , is an indicator of the 
distance of the N data points from their respective cluster 
centers. 
 

3. BUILDING REPRESENTATION 
We have considered emails as documents and terms as 
features. Each mail is tokenized (space as the delimiter) and 
stop words are removed. Term frequency and document 
frequency (tf and idf) measure is used to select initial 
feature vectors. The attributes with document frequency >= 
10 and term frequency >= 4 are only selected.   Then 
Information gain and chi-square analysis are applied on this 
vector to find out the most important attributes to form the 

feature vector. Both the methods gave almost same results. 
The Chromosome - Blueprint for a mail consists of reduced 
subset 26 attributes according to the information gain. The 
mails having attributes with highest gain are selected for 
the initial population.  All the mails are encoded into their 
frequency representation.  
For genetic algorithm, we need two sets of data, the initial 
population and the training set. The initial population is 
chosen from the training set according to some rules. GA’s 
are able to identify optimal or near optimal solutions under 
a wider range of selection pressure. However if the 
selection pressure is too low, the convergence rate will be 
very slow. Thus the initial population of mails was selected 
by the percentage of attribute contribution. The fitness 
score of each element in the population was computed and 
the elements with fitness score above the threshold (cut-off) 
value (say M =100 elements) were selected.  For training 
set, entire training set is used. 
For K-Means algorithm, we need training set and the value 
for K.  Mostly K is chosen by applying heuristics which 
depends on the problem and in this case K is chosen as 100 
for each class; spam and legitimate. 
 
Composition of Initial population and Training set  

Dataset No. of spam Mails No. of ham mails 

Initial Population (for 
genetic algorithm) 

50 50 

Training set  200 200 
Table 1: Data set Composition 

 
The training dataset is prepared using the mails received in 
one month for the testing. Since the server is not capable to 
handle spam, we receive large numbers of spam mails 
every day. The initial population (N=50) is taken from this 
training set. Large datasets are available online, but when 
go for large datasets, the computational time increases and 
this will delay the mail delivery. Also template based 
spams are temporal, addressing current scenarios; so earlier 
templates may not helpful to detect spam. 
 

4. METHODOLOGY 
4. 1 Genetic Algorithm 
Supervised genetic algorithm is applied on the initial 
population and training set to find out the best population 
by creating new generations. The fitness function used is 
Score =N / (M+1) where N is the number of matches of the 
input attribute values with training instances from its own 
class and M be the number of input attribute values 
matches to all training instances from the competing class. 
The instances with high scores are selected while low 
scored instances are eliminated. For eliminated instances, 
50% Single entry cross-over and 28 bits mutation are done 
and which will be the second generation population. This 
process is continued until the population is converged.  
 
4.2 K –Means Algorithm 
K-Means algorithm is applied on the training set, separately 
on spam and legitimate mails. K is chosen as 50 for each 
class; spam and legitimate. 

Population	

Selection	

Mutation	

Training	

Crossover	

Fitness	
Function	

Thro
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5. EXPERIMENTAL RESULTS 

Before applying attribute selection and genetic algorithm, 
the Simple Naïve Bayes classification gave the following 
results: 

Correctly Classified Instances 1583( 97.2359 %) 
Incorrectly Classified Instances 45(2.7641 %) 
Kappa statistic 0.8797 
Mean absolute error 0.0355 
Root mean squared error 0.1507 
Total Number of Instances 1628 
Number of Attributes 310 

Table 2 – Classification results before applying feature 
selection and learning algorithms 

 
Confusion Matrix 

spam ham <-... classified as 
193 9 spam 
36 1390 ham 

Table 3 – Confusion matrix before applying feature 
selection and learning algorithms 

 
The Detailed Accuracy by Class is as follows: 
TP 

Rate 
FP 

Rate 
Precision Recall 

F-
Measure 

ROC 
Area 

Class 

0.95 0.025 0.84 0.955 0.896 0.992 1 
0.97 0.045 0.99 0.975 0.984 0.992 2 
0.97 0.042 0.975 0.972 0.973 0.992 avg 

Table 4 - Detailed Accuracy by Class before applying 
feature selection and learning algorithms 

 
When Naïve Bayes Simple classification algorithm with 
10-fold cross-validation is applied on whole dataset, the 
RMSE reported is 15%. We applied Information Gain 
algorithm to select high valued 50 attributes out of 310 
attributes. The high valued attributes obtained by 
Information gain in their rank order are as follows: 

your, cialis, software, attached, Viagra, cheap, 
soft, paliourg, file, xanax, meds, valium, tabs, 
prices, actuals, online, forwarded, quality, here, 
free, best, nomination, prescription ,... 
 

5. 1 Genetic Algorithm 
An initial population of 99 mails is chosen for supervised 
genetic algorithm. (50 – legitimate mails and 49 spam 
mails). The performance of the online filtering strongly 
depends on the attributes and the training set selected. By 
applying supervised genetic algorithm, 100 best candidate 
instances from the large data set are selected for the final 
filtering of spam mails.  
The results of classification using Simple Naïve Bayes 
algorithm with 10 fold cross-validation after the attribute 
reduction and initial population selection are: 

Correctly Classified Instances 89   (89.899  %) 
Incorrectly Classified Instances 10( 10.101  %) 
Kappa statistic 0.7984 
Mean absolute error 0.1087 
Root mean squared error 0.2971 
Total Number of Instances 99 
Number of Attributes 78 

Table 5 – Classification results after applying feature 
selection and before genetic learning 

Confusion Matrix 
spam ham <-... classified as 

49 0 spam 
10 40 ham 

Table 6 – Confusion Matrix after applying feature selection 
and before genetic learning 

 

Detailed Accuracy by Class 
TP 

Rate 
FP 

Rate 
Precision Recall 

F-
Measure 

ROC 
Area 

Class 

1 0.2 0.831 1 0.907 0.955 1 
.8 0 1 0.8 0.889 0.95 2 

0.8 0.09 0.916 0.89 0.898 0.95 avg 
Table 7 – Detailed Accuracy by Class after applying 

feature selection and before genetic learning 
 

After implementing Genetic algorithm, the Simple Naïve 
Bayes classification with 10 fold cross-validation produced 
the following results: 

Correctly Classified Instances 94   (94.949%) 
Incorrectly Classified Instances 5(5.0505 %) 
Kappa statistic 0.8991 
Mean absolute error 0.0648 
Root mean squared error 0.2238 
Total Number of Instances 99 
Number of Attributes 78 

Table 8 – Classification results after applying feature 
selection and genetic learning 

 

Confusion Matrix 
spam ham <-... classified as 

49 0 spam 
5 45 ham 

Table 9 – Confusion Matrix after applying feature selection 
and genetic learning 

 

Detailed Accuracy by Class 
TP 

Rate 
FP 

Rate 
Precision Recall 

F-
Measure 

ROC 
Area 

Class 

1 0.2 0.90 1 0.951 0.99 1 
0.9 0 1 0.9 0.947 0.99 2 
0.94 0.04 0.95 0.94 0.949 0.99 avg 

Table 10 – Detailed Accuracy by Class after applying 
feature selection and genetic learning 

 
5.2 K –Means Algorithm 
K-Means algorithm is applied on the reduced attribute-set 
to find out the 100 centroids, 50 clusters each from spam 
and legitimate mails. R package is used for that. These 
cluster centroids-we say these are the templates- are used 
for classifying mails either as spam or legitimate. After 
executing K-Means algorithm, the Simple Naïve Bayes 
classification with 10 fold cross-validation applied on the 
centroids and it produced the following results: 

 
 
 
 
 
 
 

Correctly Classified Instances 91   (91%) 
Incorrectly Classified Instances 9(9 %) 

Kappa statistic 0.82 
Mean absolute error 0.1461 

Root mean squared error 0.2818 
Total Number of Instances 100 

Number of Attributes 78 
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Table 11 – Classification results after applying feature 
selection and K-Means 

Confusion Matrix 
spam ham <-... classified as 

49 1 spam 
8 42 ham 

Table 12 – Confusion Matrix after applying feature 
selection and K-Means 

 
Detailed Accuracy by Class 

Table 13 – Detailed Accuracy by Class after applying 
feature selection and K-Means 

 
6. CONCLUSIONS AND FUTURE WORK 

In this paper, we proposed template mail selection which 
uses supervised genetic algorithm and its operations, i.e., 
crossover and mutation, to create best templates in the 
training set for future spam filtering. The experiments show 
that proposed template mail selection performs efficiently 
and give better results. In addition, the system allows 
manual adjustments in the threshold value for fitness 
function, percentage of crossover operations, to the 
appropriate level of filtering.  The overall quality of 
template mail instances is increased by applying genetic 
algorithm. 
 In K-Means algorithm the cluster centroids forms the 
training set for the final spam filtering task. This method 
can be applied and tested on big data to get an optimum 
training set. 
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TP 
Rate 

FP 
Rate 

Precision Recall 
F-

Measure 
ROC 
Area 

Class 

0.98 0.16 0.86 0.98 0.916 0.955 1 
0.84 0.02 0.977 0.84 0.903 0.955 2 
0.91 0.09 0.918 0.91 0.91 0.955  
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